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This article applied meta-analytic methodology to integrate findings from 22 com- 
parisons of the effectiveness of student-rating feedback at the college level. On the 
average, feedback had a modest but significant effect on improving instruction. 
Instructors receiving mid-semester feedback averaged.16 of a rating point higher on 
end-of-semester overall ratings than did instructors receiving no mid-semester feed- 
back. This corresponded to a gain of over one-third of a standard-deviation unit, or a 
percentile gain of 15 points. The effects of student-rating feedback were accen- 
tuated when augmentation or consultation accompanied the ratings. Other study 
features, such as the length of time available to implement changes and the use of 
normative data, did not produce different effect sizes. 
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Over the last decade, there has been a dramatic increase in the use of 
student ratings of instruction in colleges and universities across the coun- 
try. Generally, student ratings may serve three functions: (1) aiding ad- 
ministrative evaluations of teaching effectiveness for decisions concerning 
pay increases, promotion, and tenure; (2) providing feedback to teachers 
for the purpose of improving instruction; and (3) helping students select 
courses and instructors. The present paper focuses on the use of student 
ratings for improving instruction. 

With the prevalent use of students as a data source for information on 
teaching, the body of literature concerning student ratings has become 
voluminous. The concensus seems to be that student ratings are reliable, 
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valid, and not influenced to an undue extent by extraneous factors (Costin, 
Greenough, & Menges, 1971; Kulik & McKeachie, 1975; McKeachie, 
1979; Seibert, 1979; Stumpf, Freedman, & Aguanno, 1979). While there is 
some reservation concerning the use of student-rating data as sufficient 
criteria for administrative decisions of teaching effectiveness (e.g., Cohen 
& McKeachie, in press; Menges, 1979), there is little controversy over their 
use for purposes of improving instruction. 

Efforts to improve instruction may be classified into two categories: 
(1) instructor development, the improvement of general teaching abilities 
in the instructor over time, and (2) within-class improvement, improve- 
ment in instructional effectiveness evidenced over the course of a semes- 
ter. 

Instructor development is evidenced by long-range outcomes. For 
example, the instructor should show improvement in course design skills 
(e.g., clarity and appropriateness of course goals and objectives, measuring 
student attainment of objectives, etc.). Besides developing general teach- 
ing abilities, the instructor should also learn to incorporate diagnostic 
feedback and improvement strategies into his or her conception of the 
teaching-learning process. In addition, the individual's commitment to and 
enjoyment of teaching as a career role should be strong for those instructors 
who have strived to improve their teaching over a period of time. 

Within-class improvement involves increased effective interaction 
among teacher, instructional method(s), and students throughout a 
semester. While the instructor can improve general teaching abilities over 
the course of his or her career, many teaching dimensions are relevant only 
in the context of a particular class of students. A large component of 
instructional improvement involves adapting, adjusting, and changing in- 
struction to meet the combined needs of the students and the instructor in a 
particular classroom context. 

In terms of providing feedback, the use of student ratings seems most 
appropriate for within-class improvement efforts. Cohen and Herr (1979a) 
note three potential advantages of using within-class improvement 
strategies. First, students may get increasingly better instruction as the 
semester progresses. At the very least, efforts to improve the course will be 
perceived positively by students; for example, they will feel that they have 
some stake in the rating process. Second, the instructor becomes actively 
involved in a faculty development process; not only does teaching improve 
but also the resistance to instructional evaluation dissipates, since these 
strategies are seen as facilitative of improvement rather than as judgmental. 
Third, the intellectual and interpersonal satisfactions derived from 
teaching-related experiences are likely to become more salient when the 
instructor can overcome the frustrations associated with successfully 
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executing the tasks of teaching. Implementation of within-class improve- 
ment strategies should increase the instructor's sense of competence. Both 
McKeachie (1979) and Bess (1977) stress the importance of enhancing the 
instructor's intrinsic motivation for teaching. 

While there seems to be substantial support for using student ratings as a 
source of feedback, it is not clear how effective such information can be in 
terms of improving instruction. A number of reviewers have noted mixed 
findings--some studies reveal a significant influence of student-rating 
feedback, while other studies show no such effects. Two recent articles 
have been published dealing specifically with the effects of student evalua- 
tive feedback on instructional improvement. However, neither review 
draws firm conclusions from the literature in this area. Rotem and Glasman 
(1979) report that "feedback from student ratings (as was elicited and 
presented to teachers in the studies reviewed) does not seem to be effective 
for the purpose of improving performance of university teachers" (p. 507). 
Using a somewhat different set of studies, Abrami, Leventhal, and Perry 
(1979) state,"there seems to be enough evidence to conclude that feedback 
from student ratings leads some instructors to improve their subsequent 
student ratings. However, the effect is not reliable judging from the incon- 
sistency of findings across studies" (p. 361). 

According to other reviewers in this area (Kulik & Kulik, 1974; Kulik and 
McKeachie, 1975; McKeachie, 1979), there seem to be four possible expla- 
nations for the failure of teachers to improve following student-rating 
feedback. First, the feedback should provide new information. Some 
studies assessing both student and self-ratings have found more improve- 
ment for instructors whose self-ratings were discrepant from their student 
ratings (e.g., Centra, 1973; Pambookian, 1974). Second, it may be difficult 
to implement changes within the short time span of a semester. Centra's 
(1973) study indicates that teaching improvement may not be realized until 
subsequent semesters. Third, normative data may be needed to help in- 
structors determine where their strengths and weaknesses lie. Finally, 
instructors may not know how to modify their teaching once they receive 
student rating feedback. Consultants may play an important role here, by 
helping to interpret feedback and suggesting change strategies. 

Characteristics of the feedback implementation, which vary from study 
to study, may contribute to the lack of consistent findings across studies. 
Therefore, drawing overall conclusions from the reviews in this area 
proves difficult. These reviewers did not use objective, statistical methods 
to find the characteristics that distinguished between studies reporting 
substantial effects and studies reporting negligible results. In his presi- 
dential address to the American Educational Research Association, Glass 
(1976) proposed a method for handling the difficulties posed by the diver- 
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sity of findings in the social sciences. This approach, which he called 
"meta-analysis," involved the statistical analysis of a collection of results 
from individual studies for the purpose of integrating findings. 

This paper applies Glass's meta-analytic methodology to research on the 
effectiveness of student-rating feedback for improving instruction at the 
college level. The analysis focuses on three questions. First, how effective 
is student-rating feedback in the typical comparative study? Second, is 
student-rating feedback especially effective for certain dimensions of in- 
struction? Third, under which conditions does student-rating feedback 
appear to be most effective? It is intended that by addressing these ques- 
tions from a meta-analytic framework, more precise conclusions concern- 
ing the effects of student ratings on instructional improvement can be 
reached. 

METHODS 

This section describes the methods that were used to locate studies, to 
code study features, and to quantify outcomes. The methods were similar 
to those used in previous recta-analyses of instructional technologies in 
higher education by Kulik and his colleagues (Kulik, Cohen, & Ebeling, in 
press; Kulik, Kulik, & Cohen, 1979a, 1979b). 

Locating Studies 

The first step in the meta-analysis was to collect a number of studies that 
compared the effects of student-rating feedback versus no feedback on 
instructional improvement. Primary sources for these studies were major 
reviews (Abrami et al., 1979; Rotem & Glasman, 1979) and four data-based 
indices: Psychological Abstracts, Comprehensive Dissertation Abstracts, 
Cumulative Index to Journals in Education and Research in Education. 
Secondary sources for reports on student-rating feedback were bibliog- 
raphies contained in articles located through these reviews and indices. 

To be included in the analysis, an article had to meet four basic criteria. 
First, it had to describe a study that was conducted in an actual college 
class. Articles on the effectiveness of student-rating feedback in secondary 
schools were not included (e.g., Tuckman and Oliver, 1968). Second, the 
study had to compare teaching improvement outcomes in two groups of 
instructors, those receiving student-rating feedback and those not receiv- 
ing feedback. Studies without a control group (e.g., Pambookian, 1974; 
Vogt & Lasher, 1973) or studies using students rather than instructors as 
the unit of analysis (e.g., Marsh, Fleiner, & Thomas, 1975) were not 
included. Third, the instructors being compared had to hold the major 
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responsibility for teaching the class. Studies using graduate student teach- 
ing assistants (TAs) were included only if this condition was met. Fourth, 
the study had to be free from major methodological flaws, e.g., uncon- 
trolled differences in initial levels of teaching ability between groups. Only 
comparisons that used random assignment of instructors to groups or that 
made statistical adjustments for differing initial teaching abilities were 
included. In fact, many of the studies used in the following analysis met 
both of these conditions. 

Additional guidelines helped insure that the set of comparisons used in 
the analysis was as complete and representative as possible. When several 
papers reported the same comparison, the single, most complete report 
was used. When there were two distinct implementations of feedback in the 
same study (such as receiving consultation with the ratings or receiving 
ratings only), a separate comparison was obtained for each implementa- 
tion. When two or more groups received the same type of feedback within a 
study, a single comparison was obtained. 

Using these criteria, a total of 17 articles were located containing data 
that could be used in the meta-analysis. The 17 articles reported on 22 
separate comparisons of student-rating feedback versus no feedback. The 
17 studies are listed in Table 1. 

Description of Studies 

The 17 studies located for this analysis took place in a variety of settings 
and measured outcomes in various ways. The next step in the meta- 
analysis was to describe the relevant study characteristics and outcomes. 

Study Characteristics. To characterize the studies more precisely, nine 
variables were defined. Two of these described methodological features: 
method of subject assignment and control for prefeedback ratings. Three 
other variables described ecological conditions under which feedback and 
no feedback groups were compared. These conditions included the dura- 
tion of time that occurred between the feedback implementation and tile 
outcome measure, the type of institution at which the comparison took 
place, and the experience of the instructors. Another three variables de- 
scribed the nature of the feedback. These variables specified whether or 
not the student-rating feedback was accompanied by consultation and/or 
improvement strategies, whether a self-rating discrepancy analysis was 
utilized, and whether or not normative data were included in the feedback 
given instructors. The final variable described whether or not the study was 
published. The coding categories for each of these variables and the 
number of comparisons in each category are listed in Table 2. 

Study Outcomes. The next step in the meta-analysis was to express the 
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TABLE 2. Categories for Describing Studies and Number of Studies in Each Cate- 
gory. 

No. of 
Coding categories comparisons 

Methodological features 
Random assignment of comparison groups 
1. No 2 
2. Yes 20 
Statistical control for pre-feedback ratings 
I. No 12 
2. Yes 10 

Ecological conditions 
Duration 
1. One semester 
2. More than one semester 
University setting 
1. Comprehensive, liberal arts or community college 
2. Doctorate-granting institution 
Instructor experience 
1. Teaching assistant 
2. Faculty member 

19 
3 

7 
15 

9 
13 

Nature of the feedback 
Type of use 
1. Ratings only 13 
2. Ratings and augmented feedback/consulting 9 
Use of self-rating discrepancies 
1. No 14 
2. Yes 8 
Use of normative data 
1. No 12 
2. Yes 10 

Publication feature 
Source of study 
1. Unpublished 12 
2. Published 10 

outcomes of each compar ison in quanti tat ive terms. Outcomes used in the 
studies were of  four major types: student ratings of  the instructor,  student 
ratings of their own learning, student attitudes toward the subject matter,  
and student achievement .  
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Student ratings of the instructor were categorized on seven dimensions. 
Initially, data were collected for an overall teaching effectiveness dimen- 
sion. These data came from either a single rating item concerning overall 
teaching effectiveness or an average of all items or dimensions on a rating 
form in a particular study. Because instructional improvement may be 
more likely to occur for some aspects of teaching as opposed to others, 
rating data were also collected on six additional dimensions of teaching. 
Four of these dimensions were identified by Kulik and McKeachie (1975) 
as "common" factors in their review of factor analytic studies of student 
ratings. These four dimensions are skill, rapport, structure, and difficulty. 
Two other dimensions, interaction and feedback to students, were inter- 
preted by Isaacson et al. (1964), and were used in a number of the studies 
collected for the present meta-analysis. All ratings for these six dimensions 
and for the overall teaching effectiveness dimension were converted to a 
five-point scale, where 5 represented the highest rating (i.e., high skill, high 
difficulty level, etc.) and 1 represented the lowest possible rating. 

The other outcomes were student ratings o¢ their learning, student at- 
titude toward the subject matter, and student achievement. Student ratings 
of their progress and their attitude toward the subject matter were con- 
verted to the same five-point scale that was used for the instructor ratings. 
Student achievement was measured by performance on common final 
examinations. 

Cohen's (1977) "pure"  measure of effect size was calculated as the basic 
index of effect for these major outcomes. Cohen's d, defined as the differ- 
ence between the means for two groups divided by the standard deviation 
common to the two populations, gives the size of effect when group 
averages are compared. One advantage of using d is that it not only 
provides a common metric, but also it can be calculated from different 
sources of data. 

In a previous meta-analysis of research on audio-tutorial instruction, 
Kulik et al. (1979b) reported that different effect size measures agreed 
remarkably well when applied to the same data set. Because the corre- 
lations were so high, they were able to write regression equations for 
"plugging" missing data on specific effect size measures. In the present 
analyses, the two indices of effect were (1) the difference between ratings 
for feedback and no feedback groups on a five-point scale, and (2) Cohen's 
d. The correlation between these two measures of effect was .98 for the 
total rating measuring overall teaching effectiveness. Therefore, if a study 
did not report mean student ratings, but did report data from which Cohen's 
d could be calculated, Cohen's d was used to predict the difference on a 
five-point rating scale separating feedback and no feedback groups. 
Likewise, student rating differences were used to predict Cohen's d. In this 
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way, both measures of effect were obtained for each comparison in the 
analysis. 

RESU LTS 

This section reports the results of two different analyses. The first 
analysis examined the overall size and significance of effects of student- 
rating feedback. The second analysis was conducted to determine whether 
reported effects of student-rating feedback were different for different 
types of studies and under different conditions. 

Overall Effects 

In the first set of analyses, simple descriptive statistics were used to 
compare the results of student-rating feedback versus no feedback. Results 
were compiled on four outcome criteria: (1) student ratings of the in- 
structor; (2) student ratings of their progress; (c) student attitude toward 
the subject matter area; and (4) student achievement. Table 3 presents the 
means, average effect sizes, and the results of a statistical analysis in which 
each comparison was treated as a single case for these outcome measures. 

Student Ratings of the Instructor. The feedback group received higher 
end-of-term "total"  ratings than the no feedback group in 20 of the 22 
comparisons. A total of 10 of the 22 comparisons reported statistically 
significant differences between feedback and no feedback groups, and in 
each case, the comparison favored the feedback group. 

Continuous measures of effect size permit a more exact description of 
the influence of student-rating feedback on end-of-term ratings. As shown 
in Table 3, the average total rating was 3.86 for the feedback groups; the 
average total rating was 3.70 for the no feedback groups. Total end-of-term 
ratings for feedback and no feedback groups differed, therefore, by .  16 of a 
rating point (on a five-point scale); the standard deviation of this difference 
was.  19. It is statistically very unlikely (19 < .001) that a difference of this 
size would be found if there were no overall difference in effectiveness of 
receiving or not receiving midterm student-rating feedback. 

The average Cohen's d for the 22 comparisons was .38. Thus the effect of 
student-rating feedback in a typical comparison was to raise end-of-term 
ratings by more than one-third of a standard-deviation unit. This implies 
that a typical instructor receiving student-rating feedback was performing 
at the 65th percentile (as measured by end-of-term "total"  rating), whereas 
the typical control group instructor performed at the 50th percentile. Cohen 
(1977) described effects of this magnitude as modest. This is to be con- 
trasted with small (d = .2) and large (d = .8) effects. 
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Table 3 also presents results of the analyses concerning data collected on 
the six dimensions of student ratings of instruction. For two of these 
dimensions, skill and feedback to students, midterm student-rating feed- 
back had a significant impact on end-of-term ratings. Average effect sizes 
for these dimensions were .47 and .40, respectively. For the dimensions of 
rapport, structure, difficulty, and interaction, however, midterm feedback 
did not lead to significant increases in end-of-term ratings. 

Other Outcome Measures. Student progress ratings measured students' 
perception of their learning or progress in a course. Three studies (four 
comparisons) reported data for this outcome. All four comparisons favored 
the feedback group; however, only one comparison was statistically sig- 
nificant. ContinUous measures of effect size showed that students whose 
instructors received midterm feedback did not rate their own learning 
significantly higher than students whose instructors did not receive feed- 
back. Cohen's d for this measure averaged .30, a small to modest effect. 

Another three studies (four comparisons) presented data on student 
attitudes toward the subject area. For all four comparisons, differences in 
student attitudes toward the subject favored the feedback group. In two of 
these comparisons, the difference was statistically significant. For these 
four comparisons, continuous measures of effect size showed that students 
whose instructors received midterm feedback were significantly more 
positive in their attitudes toward the subject matter than students whose 
instructors did not receive feedback. This effect corresponded to a Cohen's 
d of .42. 

Student achievement data were available from three studies (four com- 
parisons). Not enough information was presented in these studies to con- 
vert achievement data to a common metric (i.e., difference in examination 
score between the two groups, expressed as a percentage). Three of the 
four comparisons showed achievement to be greater for students whose 
instructors received feedback, while one comparison favored students 
whose instructors did not receive feedback. In none of the comparisons 
was the difference statistically significant. For this set of comparisons, 
Cohen's d averaged. 19, a small effect. 

Study Characteristics and Study Outcomes 

The purpose of the second set of analyses was to determine whether the 
comparisons that reported large effects differed systematically from those 
reporting small effects. Table 4 presents the correlations between total 
rating effect sizes and study characteristics. The table shows that only one 
variable, augmentation of feedback, was significantly related to effect size. 
Figure 1 presents the distribution of total rating effect sizes for augmented 



TABLE 4. Correlations of Study Characteristics with Total Rating Effect Size. 

Correlation with 
Study characteristic effect size 

Random assignment of comparison groups 
Statistical control for prefeedback ratings 
Duration 
University setting 
Instructor experience 
Use of augmentation of feedback 
Use of self-rating discrepancies 
Use of normative data 
Source of study 

-.06 
~ . 0 7  

.09 

.09 

.03 

.64.* 

.26 

.11 

.08 

*p < .01. 
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FIGURE 1. Distribution of total rating effect sizes for augmented and ratings only 
studies. 
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TABLE 5. Comparison of Rating Effect Sizes for Augmented and Ratings Only 
Groups. 

i 

Average effect size 

Rating dimension Augmented 
i , i 

Total rating .64 
Skill .59 
Rapport ~44 
Structure .39 
Difficulty .00 
Interaction .21 
Feedback .50 

i i 

Rating only 

.20 

.30 

.03 

.il 

.23 
~ . 0 6  

. 3 6  

feedback comparisons and ratings only comparisons. The distributions are 
clearly different. 

For total rating, Cohen's d averaged .64 for comparisons that used some 
sort of augmentation or consultation in conjunction with student rating 
feedback. Effects were smaller when ratings only feedback was used. Co- 
hen's d averaged only .20 for these comparisons. Thus a typical instructor 
receiving augmented feedback was performing (at the end of the semester) 
at the 74th percentile. This can be compared with the typical instructor 
receiving only student ratings (58th percentile) and the typical instructor 
receiving no mid-semester feedback (50th percentile). Effect size compari- 
sons for the other six rating dimensions are shown in Table 5. 

Other study features were less highly related to effect size. None of the 
correlations between effect size and the remaining variables could be 
considered significantly different from zero. To investigate the possibility 
that a combination of study features might predict effect sizes more accu- 
rately than a single predictor, a stepwise multiple regression analysis was 
conducted. Results of this analysis were clear-cut. Once augmentation of 
feedback was taken into account, none of the variables was significantly 
related to effect size. 

DISCUSSION 

This meta-analysis showed that for the most part student-rating feedback 
has made a modest but significant contribution to the improvement of 
college teaching. These findings do not totally support the conclusions of 
recent reviewers in this area. For example, Abrami et al. (1979) and Rotem 
and Glasman (1979) have suggested that although student-rating feedback 
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may be useful for some instructors, it has had little overall impact on 
increasing instructional effectiveness. The use of meta-analytic tech- 
niques, however, makes it possible to reach more exact conclusions about 
the effects of student-rating feedback. 

The first set of analyses reported on the overall size and significance of 
effects of student-rating feedback. In the typical implementation, feedback 
raised instructors' end-of-term overall rating b y .  16 of a rating point, or 
over one-third of a standard deviation. In addition to this overall effect, 
feedback led to increased end-of-term ratings for two of the six teaching 
dimensions, skill and feedback to students. The skill dimension is undoubt- 
edly highly related to the 'itotal" rating. Kulik and Kulik (1974) state that 
this dimension is the overriding quality to which students respond when 
rating instructors. For the present collection of studies, feedback on the 
average raised instructors' skill ratings by almost a half standard deviation, 
a moderate effect. The feedback to students dimension measures the in- 
structor's concern with the quality of students' work. Typical items for this 
dimension are "The instructor tells students when they have done a partic- 
ularly good job,"  and "The instructor checks to see that we have learned 
well before we go on to new material." For studies reporting feedback to 
students data, Cohen's d averaged .40. 

It is interesting to note that feedback does not lead to significant in- 
creases in ratings for all dimensions of teaching. Ratings on some dimen- 
sions, for example, difficulty and interaction, may be more influenced by 
course setting characteristics (e.g., subject matter differences, class size) 
and therefore may not be a true reflection of an instructor's effectiveness. It 
has also been suggested (Cohen & Herr, 1979a; Sherman & Winstead, 
1975) that feedback must be of a specific nature to be useful. Ratings on a 
dimension such as feedback to students provides the instructor with spe- 
cific information, giving more direction to possible instructional changes. 

Data for the other outcome measures were not reported as fully by the 
studies used in this meta-analysis. Only four comparisons were available 
for student progress ratings, attitude toward the subject and student 
achievement. Students whose instructors received midterm rating feed- 
back did not learn more than students whose instructors did not receive 
feedback. This is evidenced by both students' self-report of learning and 
their scores on achievement measures. However, there is some indication 
that students whose instructors received feedback did rate the subject- 
matter area higher than did students whose instructors did not receive 
feedback. Perhaps a noticeable improvement effort on the part of the 
instructor generates more student enthusiasm for the subject matter. These 
results, though, are at best suggestive because of the small number of 
available comparisons. 
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The second set of analyses reported on the relationship of study features 
and study outcomes. In general, there was little relationship between 
methodological features and study outcomes. Almost all studies randomly 
assigned instructors to feedback groups. Studies statistically controlling 
for pre-feedback ratings produced the same results as studies without this 
control. Nor did settings influence findings in any substantial way. Find- 
ings were similar in comparisons lasting one semester and more than one 
semester. Findings were the same for different types of schools and for 
instructors with differing amounts of experience. Concerning the nature of 
the feedback, neither comparisons using self-rating/student rating dis- 
crepancies nor those using normative data produced differing results. 

The only variable that correlated significantly with total rating outcome 
was use of augmentation of feedback. Comparatively large effect sizes 
emerged from studies using augmented feedback or consultation in con- 
junction with student-rating feedback. Studies using only student-rating 
feedback produced much smaller effects. These results clearly suggest that 
instructors need more than just student-rating feedback to markedly im- 
prove their instruction. 

The studies by Erickson and Erickson (1979) and McKeachie and Lin 
(1975) are important because these investigators reported especially strong 
effects of consultation in conjunction with student-rating feedback. In each 
of these implementations, the consultants were "experts" in the area of 
college teaching. As in many of the other studies using consultation, 
improvement goals and change strategies were discussed. 

In at least two respects, the meta-analysis does not confirm the impres- 
sions of other reviewers concerning the relationship of student-rating feed- 
back to instructional improvement. First, the present analysis shows that 
the length of time available to implement changes may not be a critical 
factor in determining whether or not instructional improvement takes 
place. The findings from the three studies that measured overall teaching 
effectiveness in subsequent semesters did not differ from studies assessing 
change from mid- to end-of-semester. Second, the use of normative data 
does not seem to enhance instructional improvement. Comparisons with 
one's colleagues perhaps belong with a more evaluative use of student 
ratings. For formative purposes, personal norms may be more appropriate. 

What implications do these findings have for using student-rating feed- 
back to facilitate within-class improvement? It is evident that when in- 
structors are left to their own resources, ratings provide little help. Aug- 
mented feedback, or more specifically expert consultation, seems to be 
the key element for making student-rating data useable for improvement 
purposes. It is also clear that instructional change cannot be accomplished 
on all teaching dimensions. Therefore, instructors should only request 
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midterm student feedback for aspects of teaching that they are able to 
modify. Finally, rating items and dimensions that supply specific informa- 
tion should be preferred to global ratings. With these considerations, 
student ratings are a valuable data source for improving instruction at the 
college level. 
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