EFFECTIVENESS OF STUDENT-RATING
FEEDBACK FOR IMPROVING

COLLEGE INSTRUCTION: A Meta-Analysis
of Findings

Peter A. Cohen

This article applied meta-analytic methodology to integrate findings from 22 com-
parisons of the effectiveness of student-rating feedback at the college level. On the
average, feedback had a modest but significant effect on improving instruction.
Instructors receiving mid-semester feedback averaged .16 of a rating point higher on
end-of-semester overall ratings than did instructors receiving no mid-semester feed-
back. This corresponded to a gain of over one-third of a standard-deviation unit, ora
percentile gain of 15 points. The effects of student-rating feedback were accen-
tuated when augmentation or consultation accompanied the ratings. Other study
features, such as the length of time available to implement changes and the use of
normative data, did not produce different effect sizes.

Over the last decade, there has been a dramatic increase in the use of
student ratings of instruction in colleges and universities across the coun-
try. Generally, student ratings may serve three functions: (1) aiding ad-
ministrative evaluations of teaching effectiveness for decisions concerning
pay increases, promotion, and tenure; (2) providing feedback to teachers
for the purpose of improving instruction; and (3) helping students select
courses and instructors. The present paper focuses on the use of student
ratings for improving instruction.

With the prevalent use of students as a data source for information on
teaching, the body of literature concerning student ratings has become
voluminous. The concensus seems to be that student ratings are reliable,
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valid, and not influenced to an undue extent by extraneous factors (Costin,
Greenough, & Menges, 1971; Kulik & McKeachie, 1975; McKeachie,
1979; Seibert, 1979; Stumpf, Freedman, & Aguanno, 1979). While there is
some reservation concerning the use of student-rating data as sufficient
criteria for administrative decisions of teaching effectiveness (e.g., Cohen
& McKeachie, in press; Menges, 1979), there is little controversy over their
use for purposes of improving instruction.

Efforts to improve instruction may be classified into two categories:
(1) instructor development, the improvement of general teaching abilities
in the instructor over time, and (2) within-class improvement, improve-
ment in instructional effectiveness evidenced over the course of a semes-
ter.

Instructor development is evidenced by long-range outcomes. For
example, the instructor should show improvement in course design skills
(e.g., clarity and appropriateness of course goals and objectives, measuring
student attainment of objectives, etc.). Besides developing general teach-
ing abilities, the instructor should also learn to incorporate diagnostic
feedback and improvement strategies into his or her conception of the
teaching-learning process. In addition, the individual’s commitment to and
enjoyment of teaching as a career role should be strong for those instructors
who have strived to improve their teaching over a period of time.

Within-class improvement involves increased effective interaction
among teacher, instructional method(s), and students throughout a
semester. While the instructor can improve general teaching abilities over
the course of his or her career, many teaching dimensions are relevant only
in the context of a particular class of students. A large component of
instructional improvement involves adapting, adjusting, and changing in-
struction to meet the combined needs of the students and the instructorina
particular classroom context.

In terms of providing feedback, the use of student ratings seems most
appropriate for within-class improvement efforts. Cohen and Herr (1979a)
note three potential advantages of using within-class improvement
strategies. First, students may get increasingly better instruction as the
semester progresses. At the very least, efforts to improve the course will be
perceived positively by students; for example, they will feel that they have
some stake in the rating process. Second, the instructor becomes actively
involved in a faculty development process; not only does teaching improve
but also the resistance to instructional evaluation dissipates, since these
strategies are seen as facilitative of improvement rather than as judgmental.
Third, the intellectual and interpersonal satisfactions derived from
teaching-related experiences are likely to become more salient when the
instructor can overcome the frustrations associated with successfully
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executing the tasks of teaching. Implementation of within-class improve-
ment strategies should increase the instructor’s sense of competence. Both
McKeachie (1979) and Bess (1977) stress the importance of enhancing the
instructor’s intrinsic motivation for teaching.

While there seems to be substantial support for using student ratings as a
source of feedback, it is not clear how effective such information can be in
terms of improving instruction. A number of reviewers have noted mixed
findings—some studies reveal a significant influence of student-rating
feedback, while other studies show no such effects. Two recent articles
have been published dealing specifically with the effects of student evalua-
tive feedback on instructional improvement. However, neither review
draws firm conclusions from the literature in this area. Rotem and Glasman
(1979) report that ‘‘feedback from student ratings (as was elicited and
presented to teachers in the studies reviewed) does not seem to be effective
for the purpose of improving performance of university teachers” (p. 507).
Using a somewhat different set of studies, Abrami, Leventhal, and Perry
(1979) state, ‘‘there seems to be enough evidence to conclude that feedback
from student ratings leads some instructors to improve their subsequent
student ratings. However, the effect is not reliable judging from the incon-
sistency of findings across studies’’ (p. 361).

According to other reviewers in this area (Kulik & Kulik, 1974; Kulik and
McKeachie, 1975; McKeachie, 1979), there seem to be four possible expla-
nations for the failure of teachers to improve following student-rating
feedback. First, the feedback should provide new information. Some
studies assessing both student and self-ratings have found more improve-
ment for instructors whose self-ratings were discrepant from their student
ratings (e.g., Centra, 1973; Pambookian, 1974). Second, it may be difficult
to implement changes within the short time span of a semester. Centra’s
(1973) study indicates that teaching improvement may not be realized until
subsequent semesters. Third, normative data may be needed to help in-
structors determine where their strengths and weaknesses lie. Finally,
instructors may not know how to modify their teaching once they receive
student rating feedback. Consultants may play an important role here, by
helping to interpret feedback and suggesting change strategies.

Characteristics of the feedback implementation, which vary from study
to study, may contribute to the lack of consistent findings across studies.
Therefore, drawing overall conclusions from the reviews in this area
proves difficult. These reviewers did not use objective, statistical methods
to find the characteristics that distinguished between studies reporting
substantial effects and studies reporting negligible results. In his presi-
dential address to the American Educational Research Association, Glass
(1976) proposed a method for handling the difficulties posed by the diver-
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sity of findings in the social sciences. This approach, which he called
‘‘meta-analysis,”” involved the statistical analysis of a collection of results
from individual studies for the purpose of integrating findings.

This paper applies Glass’s meta-analytic methodology to research on the
effectiveness of student-rating feedback for improving instruction at the
college level. The analysis focuses on three questions. First, how effective
is student-rating feedback in the typical comparative study? Second, is
student-rating feedback especially effective for certain dimensions of in-
struction? Third, under which conditions does student-rating feedback
appear to be most effective? It is intended that by addressing these ques-
tions from a meta-analytic framework, more precise conclusions concern-
ing the effects of student ratings on instructional improvement can be
reached.

METHODS

This section describes the methods that were used to locate studies, to
code study features, and to quantify outcomes. The methods were similar
to those used in previous meta-analyses of instructional technologies in
higher education by Kulik and his colleagues (Kulik, Cohen, & Ebeling, in
press; Kulik, Kulik, & Cohen, 19792, 1979b).

Locating Studies

The first step in the meta-analysis was to collect a number of studies that
compared the effects of student-rating feedback versus no feedback on
instructional improvement. Primary sources for these studies were major
reviews (Abrami et al., 1979; Rotem & Glasman, 1979) and four data-based
indices: Psychological Abstracts, Comprehensive Dissertation Abstracts,
Cumulative Index to Journals in Education and Research in Education.
Secondary sources for reports on student-rating feedback were bibliog-
raphies contained in articles located through these reviews and indices.

To be included in the analysis, an article had to meet four basic criteria.
First, it had to describe a study that was conducted in an actual college
class. Articles on the effectiveness of student-rating feedback in secondary
schools were not included (e.g., Tuckman and Oliver, 1968). Second, the
study had to compare teaching improvement outcomes in two groups of
instructors, those receiving student-rating feedback and those not receiv-
ing feedback. Studies without a control group (e.g., Pambookian, 1974;
Vogt & Lasher, 1973) or studies using students rather than instructors as
the unit of analysis (e.g., Marsh, Fleiner, & Thomas, 1975) were not
included. Third, the instructors being compared had to hold the major
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responsibility for teaching the class. Studies using graduate student teach-
ing assistants (TAs) were included only if this condition was met. Fourth,
the study had to be free from major methodological flaws, e.g., uncon-
trolled differences in initial levels of teaching ability between groups. Only
comparisons that used random assignment of instructors to groups or that
made statistical adjustments for differing initial teaching abilities were
included. In fact, many of the studies used in the following analysis met
both of these conditions.

Additional guidelines helped insure that the set of comparisons used in
the analysis was as complete and representative as possible. When several
papers reported the same comparison, the single, most complete report
was used. When there were two distinct implementations of feedback in the
same study (such as receiving consultation with the ratings or receiving
ratings only), a separate comparison was obtained for each implementa-
tion. When two or more groups received the same type of feedback withina
study, a single comparison was obtained.

Using these criteria, a total of 17 articles were located containing data
that could be used in the meta-analysis. The 17 articles reported on 22
separate comparisons of student-rating feedback versus no feedback. The
17 studies are listed in Table 1.

Description of Studies

The 17 studies located for this analysis took place in a variety of settings
and measured outcomes in various ways. The next step in the meta-
analysis was to describe the relevant study characteristics and outcomes.

Study Characteristics. To characterize the studies more precisely, nine
variables were defined. Two of these described methodological features:
method of subject assignment and control for prefeedback ratings. Three
other variables described ecological conditions under which feedback and
no feedback groups were compared. These conditions included the dura-
tion of time that occurred between the feedback implementation and the
outcome measure, the type of institution at which the comparison took
place, and the experience of the instructors. Another three variables de-
scribed the nature of the feedback. These variables specified whether or
not the student-rating feedback was accompanied by consultation and/or
improvement strategies, whether a self-rating discrepancy analysis was
utilized, and whether or not normative data were included in the feedback
given instructors. The final variable described whether or not the study was
published. The coding categories for each of these variables and the
number of comparisons in each category are listed in Table 2.

Study Outcomes. The next step in the meta-analysis was to express the



"Yorqpa9j inis
110300NsUI JO sFuney

‘Joddes ‘IS
:1019na38U1 JO sSuney

“I01ORIISUI Jo sSuney

‘ejep
JAIIBULIOU “}0eqpad] wall 2Andiosa(

*SJUOUILIOD UINLIM JUIPIYS “BlBp
QATIBULIOU ‘HOBQPIIJ WS 9ANdLIISI

“ejep
SANBULIOU “Yorqpas) wall sAnduosa(]

*sa1ga)ells

aueyo ‘uonesynuepl wsjqoad ‘ejep
QATIEWLIOU ‘UOTIRULIOJUT 9ARdLIOSSp
‘uotneynsuod [euosiod Wi (7~ST

*19189WAS FUIMO[[O] Sy} 10§
pauleIqo osfe S}[Nso Jurjel 191s9Was-jo
-puq -sdnois Joeqpad) ou pue Jovqpady

01 SI015MIISUL JO Judwugisse wopuey

‘321N0S YIB(PIIJ € SB sjuopnis
Jo Anpqipaid Sumuiaouod uondasiad
V.1 uo paureigo vyeq ‘sdnois
JOBQPISJ OU pur YOBGPIJ O] SIURISISSE
Suryoea) Jo JudWUTISSR WOpURY

‘sfuner Juapnys Suipsefax
uoje1dadxd Ajjnoey uo paurelqo eleq
'sdnoad yorgpes) ou pue ¥oeqpad)

0] $10JoNISUI JO JUSWUSISSE WOpURY

*101S9WAS JUIMO][0] ) 10]

pauielgo s)nsal Junel 191sawas-Jo-pur
"SJUTRIISUOD SUM) 0] NP JUBIOSUOD

a1 yum FupsowW B 9Inpoyds Jou pinod
Mg UOLIBINSUOD I0] PIIFJUNJOA OYm
SI10jonIIsul Jo pajsisuoa dnous jonuos

(gL61) eua)

(FL6T) 191D

(gL61) ®IyoRd
2% ‘ulp[y ‘uwisunerg

(8L61) mowEa]Yy

s

:10)00sul Jo sfuney
soInseaw
swoomQ

}orqPaJ JO dIMEN

saanyes) udsaq

ApmIS

"SIPMS YPrqpaay Suney-juspms Jo sayspIORIey) JofeW T ATAV.L

326



-s3uned 109[gns
pIemo} apiiny
-s8unes ssaxfoid

wepmg “Ajnoyzp
‘mrodder ‘[s
:101oN0)sU} JO sSuney

‘2IN0008
‘11odder ‘Joys
:1010013sU] JO sSuney

*UOTORIIUT
‘amonngs

uodder ‘s
:103o003sU1 Jo sfuney

‘uondoRIAUL
‘2Imona)s

‘iodder ‘[oys
:10)onysuy Jo ssuneyy

‘s1o13eU

JUDWAO[OAIP [RUOTIONIISUL
‘ooururiojrad juopms 3uissasse ‘sfunel
juapnys Sunaidisul uo uoneLMSuo))

-adejoopia pue

UOIIBAIISQO UIOOISSEB[D JO Isn ‘spoylow
Suryoes) puB SINSSI [EUONONIISUI UO
suoneIuasaid ‘yorqpaoy Sunes Juapnis
JO suoIsSSnISIP speAp/suoissas dnoid
ur pagedus s103onnsyy 1Yo Jo sdnoin

“adejoapia

pue ‘UONBAIISGO WOOISSB[D ‘MITAIIIUIL
‘s3uryes 191SOWIS-pr U0 YOrqpPadJ
papnpoui 31npasoxd uonensuo))

JR[j00q Jusuwasosduwr pawreidosd
-j9s “‘opgoad Kouedaiosip Sunel
-J[os-1uspnis “Yorqpasy wajt dAndiosap
:dnoud sAndeIIUy "oeqpad)

woll 9ANdLdsap (dnoid Ao Joeqpos

"SISA[eUr IDUBLIBAO)) ‘(SUOU ‘OWIOS
‘gonw) o130 Jwowdo[pA3p A)noej
(M 1081U0D JO 92139p UO paseq ooy
1s0d sdnoJ8 ojur popIAIP SI0jonIIsuy

*SIsAJeue ddurLIBAO)) "sdnoid
uowido[aAdp AJnoej pue }orqpad) ou
0} S1010NIISU} JO JUSWUSFISSE WOPURY

‘sisAfeue Funel-jRs
‘sdnoJd uoneynsuod puer YoBqpIdJ OU
0] slojonnsul Jo Juowudisse wopuey

*SISAJRUE 9DUBLIBAO))

‘sisATeue Junei-Jjas ‘(sAanoviaun)

apmng juswdsrordu powwelrdoid

-J158 YiM yoeqpad) 2anduosep pue
‘(Ajao yoeqpasy) Jorqpssy aanduosap
“30eqpa9) ou :sdnoid 291y3 03 sjuBISISSE
Sunyoea) Jo JuSWUFISSE WopUey

(8L61) plemoH % 1A0H

(LL61) pPIemoy

6L61)
UOSYOUT 29 UOSOLH

(96.L61) LY % udyo)

327



*Jojonasul Jo suney

-101o05U] JO sSuney

IUSWIAIYOR
uIpmgs sSupex
199fqns premoi
SpMImY "yoeqpaaj
‘uonoernul
‘KYnoYyFIp ‘aamonas
‘poddes ‘goys

*SOANRBULId}R [eIpIWaL
‘sisAeue AouedotdSIp sprepue)s
doueuLIo}Id/orqPId) WAyl dANdLIdSIp
}orqPad) paluswany -¥oeqpasy
wall IANdLIDSIp (A0 Yorqpaaq

"yoeqpesy wati dARdLIdSI(]

*sa18ajua)s afueyo

Jo uoissnosy “sSunes [eopl pue
‘sBupes-jpas ‘sSunel juopnls padadxd
‘sBules JUAPNIS [ENIOR UAIMIIG
sanuedaosip Jo sisAjeue Suipnjoul
‘uoneynsuod snjd yoeqpasy

pound :dnoud yoeqpas) reuosiad
‘BIEp QAIRULIOU ‘YORqpas) wan

‘SpJepuR]s 90UrULIONAd  SIO1ONIISUI U0
pauteiqo ejeq 'sdnoid yoeqpasj ou pue
‘A[uo Yorqpasj ‘yoeqpad) pojuswisne
0} s1035015Ul Jo Juowudisse wopuey

"SISA[EUR 35UBLIBAOD)

*sSunes UIpNIS JO IN[BA PIRMO)
sopmnIe v 1, uo paurelqo eye( ‘sdnoid
}orQPId] OU PUB YOBQPIIJ 0} SjuE)sIsse
Sumyoeay Jo Juswudisse wopury

‘sdnousd
¥orgpaaj [ruosidd pue “yorqpas)
pajutxd “joeqpasy ou 01 sjuelsisse

(8L61) [Pddy % Aydinpy

(1L61) I

:1030n1sul Jo s3uney aAnduosap :dnois ¥orqpaay pajuug 8uiyoea) Jo Juswudisse wopury (SL61) Ul B JYOBIIPW
saInseaw }orqpa9ay Jo aImeN sainyesj ustsa(g Apmig
awoonQ

(panuyuo)) ¥ FIAVL

328



s8unei

ssaifoad Jopms
Aorqpady
‘uonderdul

‘urodder ‘[ioys
13010088U1 JO sSuney

*103onI)sul Jo sSuney

-J03onagsur Jo ssuney

“103onnsul Jo ssuney

oeqpasy
‘uonorIaUI
‘AynoggIp ‘aInonas
‘arodden ‘[ys
:10300135U1 JO sSuney

*JUDWIOANYOL
wIpnIg

*s3unyea 103(ns
pIemo) IpmIny
*s3unes ssaifoad
JuapnI§ "UONORINUI
‘AINOTFIP oINS
‘yxoddes ‘s
:1030n18UY Jo sfuney

-so18a3ens JuowsAoxdun

JO uoIssnosiq ‘sSunel SunLdduUod
Josiazadns yam Supsow pue Jorqpady
JEqI9A "BIRP SAIRULIOU ‘YOeqpad)
wol AAnduLosep yorqpaldy pajuLly

‘sSunes juopms  [89p1,, pue  Jeol,,
10) (dpgoid) joeqpas) wasy aanduosaq

*}orqpas) woy aanduosaq

"}orqpasy wall 2AndLIdSI(Q

*s3unea jespr-remoe
JuUapnIs 10J }Orqpad) Wsjl 2ANdLIOSa(

‘uononxsul Suiaoadunt 103 s91FdRNS JO
uoIsSSNOSI(] *(BIBP SANRUWLIOU ‘YOvqpaa)
10108 pue Wi 3ANdLIOsSap) sFunel
yuapnis Supoidioul uo uonenSUC)

‘sdnosg

NOrQPIIJ [BQI9A PUR “YOorqPIDJ
paund “oeqpaaj ou 03 sjuelsisse
Furyoes Jo wowudisse wopuey

‘paurejqo s3unes 19yoed)

[eapl-jeal J0j , 21008 dUAII(].,
‘sdnoad yoeqpasj ou pue Yoeqpady
0} s1010n4sut Jo Judwudisse wopuey

‘sdnoag

}ORQPID] OU PUE JORQPI] 0} SI0JONNISUl

Suiyoes)-weds Jo juswusisse wopuey

‘sdnois Yorqpas) ou pue YorgPIdJ 01
$1010N1Sul Jo JuUsWuFIsse wopurey

*£J0JONIISUI pUe SJUIPNIS Yloq J10]
paurelqe sapuRdaIdsIp  [2Ipi-[emIdY,,
*sdnoasd yoeqpasy ou pue Yoeqpasg

0} SIOIONIISUI JO JUDWUSISSE WopueRy

‘sisAeur

doueLIRAOD) ‘sdnoJd uoneynsuod
pue ¥orqpaaj ou 0} sjuejsisse
Buryoral Jo JuswuFIsse wWopuey

(8L61) s19Mm

{6961) sewoyy,

(LL61) Yaug

(9,61) 11008

(sL61) war0y

(6L61) YSTE % [[21AQ

329



330 COHEN

TABLE 2. Categories for Describing Studies and Number of Studies in Each Cate-
gory.

No. of
Coding categories comparisons
Methodological features
Random assignment of comparison groups
1. No 2
2. Yes 20
Statistical control for pre-feedback ratings
1. No 12
2. Yes 10
Ecological conditions
Duration
1. One semester 19
2. More than one semester 3
University setting
1. Comprehensive, liberal arts or community college 7
2. Doctorate-granting institution 15
Instructor experience
1. Teaching assistant 9
2. Faculty member 13
Nature of the feedback
Type of use
1. Ratings only 13
2. Ratings and augmented feedback/consulting 9
Use of self-rating discrepancies
1. No 14
2. Yes 8
Use of normative data
1. No 12
2. Yes 10
Publication feature
Source of study
1. Unpublished 12
2. Published 10

outcomes of each comparison in quantitative terms. Qutcomes used in the
studies were of four major types: student ratings of the instructor, student
ratings of their own learning, student attitudes toward the subject matter,
and student achievement.
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Student ratings of the instructor were categorized on seven dimensions.
Initially, data were collected for an overall teaching effectiveness dimen-
sion. These data came from either a single rating item concerning overall
teaching effectiveness or an average of all items or dimensions on a rating
form in a particular study. Because instructional improvement may be
more likely to occur for some aspects of teaching as opposed to others,
rating data were also collected on six additional dimensions of teaching.
Four of these dimensions were identified by Kulik and McKeachie (1975)
as “‘common’’ factors in their review of factor analytic studies of student
ratings. These four dimensions are skill, rapport, structure, and difficulty.
Two other dimensions, interaction and feedback to students, were inter-
preted by Isaacson et al. (1964), and were used in a number of the studies
collected for the present meta-analysis. All ratings for these six dimensions
and for the overall teaching effectiveness dimension were converted to a
five-point scale, where 5 represented the highest rating (i.e., high skill, high
difficulty level, etc.) and 1 represented the lowest possible rating.

The other outcomes were student ratings of their learning, student at-
titude toward the subject matter, and student achievement. Student ratings
of their progress and their attitude toward the subject matter were con-
verted to the same five-point scale that was used for the instructor ratings.
Student achievement was measured by performance on common final
examinations.

Cohen’s (1977) ‘‘pure’” measure of effect size was calculated as the basic
index of effect for these major outcomes. Cohen’s d, defined as the differ-
ence between the means for two groups divided by the standard deviation
common to the two populations, gives the size of effect when group
averages are compared. One advantage of using d is that it not only
provides a common metric, but also it can be calculated from different
sources of data.

In a previous meta-analysis of research on audio-tutorial instruction,
Kulik et al. (1979b) reported that different effect size measures agreed
remarkably well when applied to the same data set. Because the corre-
lations were so high, they were able to write regression equations for
“plugging’’ missing data on specific effect size measures. In the present
analyses, the two indices of effect were (1) the difference between ratings
for feedback and no feedback groups on a five-point scale, and (2) Cohen’s
d. The correlation between these two measures of effect was .98 for the
total rating measuring overall teaching effectiveness. Therefore, if a study
did not report mean student ratings, but did report data from which Cohen’s
d could be calculated, Cohen’s d was used to predict the difference on a
five-point rating scale separating feedback and no feedback groups.
Likewise, student rating differences were used to predict Cohen’s d. In this
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way, both measures of effect were obtained for each comparison in the
analysis.

RESULTS

This section reports the results of two different analyses. The first
analysis examined the overall size and significance of effects of student-
rating feedback. The second analysis was conducted to determine whether
reported effects of student-rating feedback were different for different
types of studies and under different conditions.

Overall Effects

In the first set of analyses, simple descriptive statistics were used to
compare the results of student-rating feedback versus no feedback. Results
were compiled on four outcome criteria: (1) student ratings of the in-
structor; (2) student ratings of their progress; (c) student attitude toward
the subject matter area; and (4) student achievement. Table 3 presents the
means, average effect sizes, and the results of a statistical analysis in which
each comparison was treated as a single case for these outcome measures.

Student Ratings of the Instructor. The feedback group received higher
end-of-term ‘‘total’’ ratings than the no feedback group in 20 of the 22
comparisons. A total of 10 of the 22 comparisons reported statistically
significant differences between feedback and no feedback groups, and in
each case, the comparison favored the feedback group.

Continuous measures of effect size permit a more exact description of
the influence of student-rating feedback on end-of-term ratings. As shown
in Table 3, the average total rating was 3.86 for the feedback groups; the
average total rating was 3.70 for the no feedback groups. Total end-of-term
ratings for feedback and no feedback groups differed, therefore, by .16 of a
rating point (on a five-point scale); the standard deviation of this difference
was .19. It is statistically very unlikely (p < .001) that a difference of this
size would be found if there were no overall difference in effectiveness of
receiving or not receiving midterm student-rating feedback.

The average Cohen’s d for the 22 comparisons was .38. Thus the effect of
student-rating feedback in a typical comparison was to raise end-of-term
ratings by more than one-third of a standard-deviation unit. This implies
that a typical instructor receiving student-rating feedback was performing
at the 65th percentile (as measured by end-of-term ‘‘total’’ rating), whereas
the typical control group instructor performed at the 50th percentile. Cohen
(1977) described effects of this magnitude as modest. This is to be con-
trasted with small (d = .2) and large (d = .8) effects.
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Table 3 also presents results of the analyses concerning data collected on
the six dimensions of student ratings of instruction. For two of these
dimensions, skill and feedback to students, midterm student-rating feed-
back had a significant impact on end-of-term ratings. Average effect sizes
for these dimensions were .47 and .40, respectively. For the dimensions of
rapport, structure, difficulty, and interaction, however, midterm feedback
did not lead to significant increases in end-of-term ratings.

Other Outcome Measures. Student progress ratings measured students’
perception of their learning or progress in a course. Three studies (four
comparisons) reported data for this outcome. All four comparisons favored
the feedback group; however, only one comparison was statistically sig-
nificant. Continiious measures of effect size showed that students whose
instructors received midterm feedback did not rate their own learning
significantly higher than students whose instructors did not receive feed-
back. Cohen’s d for this measure averaged .30, a small to modest effect.

Another three studies (four comparisons) presented data on student
attitudes toward the subject area. For all four comparisons, differences in
student attitudes toward the subject favored the feedback group. In two of
these comparisons, the difference was statistically significant. For these
four comparisons, continuous measures of effect size showed that students
whose instructors received midterm feedback were significantly more
positive in their attitudes toward the subject matter than students whose
instructors did not receive feedback. This effect corresponded toa Cohen’s
d of 42.

Student achievement data were available from three studies (four com-
parisons). Not enough information was presented in these studies to con-
vert achievement data to a common metric (i.e., difference in examination
score between the two groups, expressed as a percentage). Three of the
four comparisons showed achievement to be greater for students whose
instructors received feedback, while one comparison favored students
whose instructors did not receive feedback. In none of the comparisons
was the difference statistically significant. For this set of comparisons,
Cohen’s d averaged .19, a small effect.

Study Characteristics and Study Outcomes

The purpose of the second set of analyses was to determine whether the
comparisons that reported large effects differed systematically from those
reporting small effects. Table 4 presents the correlations between total
rating effect sizes and study characteristics. The table shows that only one
variable, augmentation of feedback, was significantly related to effect size.
Figure 1 presents the distribution of total rating effect sizes for augmented



TABLE 4. Correlations of Study Characteristics with Total Rating Effect Size.

Correlation with

Study characteristic effect size

Random assignment of comparison groups -.06
Statistical control for prefeedback ratings -.07
Duration .09
University setting .09
Instructor experience .03
Use of augmentation of feedback .64%
Use of self-rating discrepancies .26
Use of normative data 11
Source of study 08
*p < .01,

8

RATINGS ONLY
7 oo AUGHENTRTION

FREQUENCY
=

+.2 * 1 8 +.8 +1.0 +1.2 1,4
EFFECTY SIZE

FIGURE 1. Distribution of total rating effect sizes for augmented and ratings only
studies.

335



336 COHEN

TABLE 5. Comparison of Rating Effect Sizes for Augmented and Ratings Only
Groups.

Average effect size

Rating dimension Augmented Rating only

Total rating 64 20
Skill .59 30
Rapport A4 .03
Structure 39 11
Difficulty . Q0 - 23
Interaction .21 o =06

Feedback .50 : .36

feedback comparisons and ratings only comparisons. The distributions are
clearly different.

For total rating, Cohen’s d averaged .64 for comparisons that used some
sort of augmentation or consultation in conjunction with student rating
feedback. Effects were smaller when ratings only feedback was used. Co-
hen’s d averaged only .20 for these comparisons. Thus a typical instructor
receiving augmented feedback was performing (at the end of the semester)
at the 74th percentile. This can be compared with the typical instructor
receiving only student ratings (58th percentile) and the typical instructor
receiving no mid-semester feedback (50th percentile). Effect size compari-
sons for the other six rating dimensions are shown in Table 5.

Other study features were less highly related to effect size. None of the
correlations between effect size and the remaining variables could be
considered significantly different from zero. To investigate the possibility
that a combination of study features might predict effect sizes more accu-
rately than a single predictor, a stepwise multiple regression analysis was
conducted. Results of this analysis were clear-cut. Once augmentation of
feedback was taken into account, none of the variables was significantly
related to effect size.

DISCUSSION

This meta-analysis showed that for the most part student-rating feedback
has made a modest but significant contribution to the improvement of
college teaching. These findings do not totally support the conclusions of
recent reviewers in this area. For example, Abrami et al. (1979) and Rotem
and Glasman (1979) have suggested that although student-rating feedback
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may be useful for some instructors, it has had little overall impact on
increasing instructional effectiveness. The use of meta-analytic tech-
niques, however, makes it possible to reach more exact conclusions about
the effects of student-rating feedback.

The first set of analyses reported on the overall size and significance of
effects of student-rating feedback. In the typical implementation, feedback
raised instructors’ end-of-term overall rating by .16 of a rating point, or
over one-third of a standard deviation. In addition to this overall effect,
feedback led to increased end-of-term ratings for two of the six teaching
dimensions, skill and feedback to students. The skill dimension is undoubt-
edly highly related to the ‘‘total’’ rating. Kulik and Kulik (1974) state that
this dimension is the overriding quality to which students respond when
rating instructors. For the present collection of studies, feedback on the
average raised instructors’ skill ratings by almost a half standard deviation,
a moderate effect. The feedback to students dimension measures the in-
structor’s concern with the quality of students’ work. Typical items for this
dimension are ‘‘The instructor tells students when they have done a partic-
ularly good job,”” and ‘‘The instructor checks to see that we have learned
well before we go on to new material.”” For studies reporting feedback to
students data, Cohen’s d averaged .40.

It is interesting to note that feedback does not lead to significant in-
creases in ratings for all dimensions of teaching. Ratings on some dimen-
sions, for example, difficulty and interaction, may be more influenced by
course setting characteristics (e.g., subject matter differences, class size)
and therefore may not be a true reflection of aninstructor’s effectiveness. It
has also been suggested (Cohen & Herr, 1979a; Sherman & Winstead,
1975) that feedback must be of a specific nature to be useful. Ratings on a
dimension such as feedback to students provides the instructor with spe-
cific information, giving more direction to possible instructional changes.

Data for the other outcome measures were not reported as fully by the
studies used in this meta-analysis. Only four comparisons were available
for student progress ratings, attitude toward the subject and student
achievement. Students whose instructors received midterm rating feed-
back did not learn more than students whose instructors did not receive
feedback. This is evidenced by both students’ self-report of learning and
their scores on achievement measures. However, there is some indication
that students whose instructors received feedback did rate the subject-
matter area higher than did students whose instructors did not receive
feedback. Perhaps a noticeable improvement effort on the part of the
instructor generates more student enthusiasm for the subject matter. These
results, though, are at best suggestive because of the small number of
available comparisons. '
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The second set of analyses reported on the relationship of study features
and study outcomes. In general, there was little relationship between
methodological features and study outcomes. Almost all studies randomly
assigned instructors to feedback groups. Studies statistically controlling
for pre-feedback ratings produced the same results as studies without this
control. Nor did settings influence findings in any substantial way. Find-
ings were similar in comparisons lasting one semester and more than one
semester. Findings were the same for different types of schools and for
instructors with differing amounts of experience. Concerning the nature of
the feedback, neither comparisons using self-rating/student rating dis-
crepancies nor those using normative data produced differing results.

The only variable that correlated significantly with total rating outcome
was use of augmentation of feedback. Comparatively large effect sizes
emerged from studies using augmented feedback or consultation in con-
junction with student-rating feedback. Studies using only student-rating
feedback produced much smaller effects. These results clearly suggest that
instructors need more than just student-rating feedback to markedly im-
prove their instruction.

The studies by Erickson and Erickson (1979) and McKeachie and Lin
(1975) are important because these investigators reported especially strong
effects of consultation in conjunction with student-rating feedback. In each
of these implementations, the consultants were ‘‘experts’’ in the area of
college teaching. As in many of the other studies using consultation,
improvement goals and change strategies were discussed.

In at least two respects, the meta-analysis does not confirm the impres-
sions of other reviewers concerning the relationship of student-rating feed-
back to instructional improvement. First, the present analysis shows that
the length of time available to implement changes may not be a critical
factor in determining whether or not instructional improvement takes
place. The findings from the three studies that measured overall teaching
effectiveness in subsequent semesters did not differ from studies assessing
change from mid- to end-of-semester. Second, the use of normative data
does not seem to enhance instructional improvement. Comparisons with
one’s colleagues perhaps belong with a more evaluative use of student
ratings. For formative purposes, personal norms may be more appropriate.

What implications do these findings have for using student-rating feed-
back to facilitate within-class improvement? It is evident that when in-
structors are left to their own resources, ratings provide little help. Aug-
mented feedback, or more specifically expert consultation, seems to be
the key element for making student-rating data useable for improvement
purposes. It is also clear that instructional change cannot be accomplished
on all teaching dimensions. Therefore, instructors should only request
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midterm student feedback for aspects of teaching that they are able to
modify. Finally, rating items and dimensions that supply specific informa-
tion should be preferred to global ratings. With these considerations,
student ratings are a valuable data source for improving instruction at the
college level.
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